placed in front of the VF to compensate for the loss caused by the
VF. The spontaneous emission factor for all amplifiers was set to
1.3. In the model, we took into account the saturation effect in the
EDFAs by setting the saturation power to 10mW and the relaxa-
tion time to 1ms [5]. In this case, periodically stationary BMS
propagation proves to be remarkably stable over > 200000km. As
shown in Fig. 3, inside the map BMS transmission is bandwidth-
guided. In Fig. 3 B, = 96.9GHz, B, = 111.9GHz for a pulse
energy of 410fJ and B, = 94.7GHz, B, = 80.8GHz for a pulse
energy of 171f]. The filter bandwidths estimated from Fig. 2 are
A = 1429GHz and v = 166.7GHz, hence B, = 93.5GHz for the
higher pulse energy and B,, = 92.1 GHz for the lower pulse energy.
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Fig. 4 Dependence of net gain coefficient for central noise component
on energy of BMS
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Fig. 5 Eye diagrams of 64 pseudorandom bit stream transmission with
equal number of marks and spaces in system with and without band-
width management

a With bandwidth management (BMS) over 105000km
b Without bandwidth management (DMS)
8GHz bandwidth fifth-order Bessel filter is used

Thus, B, > B,;,, which means that the criterion in eqn. 2 holds and
the noise is discriminated for a pulse energy of 410fJ. Conversely,
B, < By, R > 1 and the noise has a net gain for a pulse energy of
171€J. In Fig. 4, we calculate the dependence of the net noise gain
on the energy of BMS transmission. Note that when the BMS
energy is larger than the threshold energy (~380fJ) the noise net
gain becomes negative, thus leading. to suppression of the noise
intensity in the spaces. In Fig. 5, we compare the eye diagrams for
the transmission of a 64 pseudorandom bit stream with and with-
out bandwidth management. In the latter case, the parameters of
all four amplifiers are the same but the BF and VF filters as well
as the 10.5dB compensating amplifier are removed. The remarka-
ble improvement in the eye in Fig. Sa compared to Fig. 5b is due
to three factors. First, the noise in the spaces is almost completely
eliminated and does not grow with distance. Note that this sup-
pression occurs despite ~10.5dB extra loss in the case of Fig. 5a.
Secondly, the amplitude and timing jitter is dramatically reduced
due to the strong confinement of the pulse central frequency and
bandwidth. Thirdly, the transmission distance is tripled. Future
work will focus on analysing the dynamics of BMS transmission
depending on the BF and VF parameters as well as the dispersion-
managed fibre parameters.
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Calculation of 3D trajectories of moving
objects from unsynchronised stereo video
signals

Hyunwoo Kim, Yongduek Seo and Ki Sang Hong

A method for the 3D reconstruction of moving objects from
unsynchronised stereo video signals is presented. Using a video
mosaicing technique for each video signal, all frames are
registered in a reference frame and the trajectories of moving
objects obtained as a static structure in a scene, so that
correspondence can be determined from an epipolar geometry.

Introduction: In traditional 3D calculation methods, the fact that
the stereo sequences are synchronised is typically an essential
assumption [1]. However, we have found that 3D information can
be extracted without synchronisation when each sequence of
stereo video signals is captured by a stationary camera (i.e. with-
out translation). In this case, the trajectories of moving objects can
be obtained with respect to a reference frame by using inter-image
homographies for image mosaicing. These trajectories can be
regarded as a static structure in a scene so that corresponding
points can be determined from an epipolar geometry. Obviously,
time stamping or synchronisation is not necessary for studying
dynamic motion in stereo signals. From the matching results of
the trajectories, the projective structure of the moving objects is
calculated. Finally, we reconstruct their metric structure, using at
least five known points in the background.

Reconstruction method: First, we construct the trajectories of a
moving object in a pair of stereo video signals. Assuming that
each video image is captured by a stationary camera, video mosai-
cing techniques calculate the inter-image homographies between a
reference frame and other frames in each video signal [2]. Mean-
while, we track the positions of the feature points of a moving
object. The tracked positions of each video signal are transferred
to its corresponding reference frame and then interpolated using a
linear function or splines. As a result, we can obtain a pair of tra-
jectories s; and s, in the pair of reference frames I; and I,. These
trajectories can be regarded as a static structure in a scene so that
corresponding points can be determined from an epipolar geome-
try.

Secondly, we estimate the fundamental matrix F between the
two reference frames, I; and I,, which will be used for the trajec-
tory matching in the following step. Given a minimum of five cor-
responding points/lines in general positions between the two

13th April 2000 Vol. 36 No. 8



frames, the fundamental matrix can be calculated [3]. In addition,
the camera projection matrices P, and P, of two stereo cameras
can also be computed up to an arbitrary projective transforma-
tion. They are later used for projective reconstruction [4].

Thirdly, the trajectories s; and s, are matched using an epipolar
constraint. When we select a point p; in the left trajectory s, its
corresponding point p, in the other view is on the epipolar line Fp,
and in the right trajectory s, at the same time. The crossing points
of Fp, and s, are the candidates of the corresponding point. If we
assume that the trajectory of the matching points is smooth, we
can easily determine a feasible solution from the candidates by
investigating its neighbourhoods. The matching trajectories are
represented by ¢; and c,.

Fourthly, the projective structure of the matching trajectories is
computed. Since we determine the corresponding points ¢; and ¢,
in the stereo trajectories and the camera projection matrices P,
and P, corresponding to the reference views, the projective struc-
ture X? of the trajectory of the moving object can be computed
using triangulation methods [4]. Note that the projective structure
is not meaningful in the Euclidean sense.

Fig. 1 Stereo videos and trajectories of moving ball

a Left reference frame I;
b Right reference frame I,

Finally, the projective structure X” is upgraded to the Euclidean
reconstruction XE. If we can determine the exact 3D positions of
at least five points, then an upgrade is possible. The relationship
between X” and XF is X = DX up to an arbitrary scale factor,
where D is a 4 x 4 matrix called the projection distortion matrix.
If we have a minimum of five known points in the scene, we can
compute the projective distortion matrix D. Therefore, the projec-
tive structure of the trajectories of moving objects is transformed
to a Euclidean structure. Unless we have a sufficient number of
known 3D points, then self-calibration methods can be applied [5].

Experiments: We applied our algorithms to a stereo pair of soccer
video signals and reconstructed the trajectory of the soccer ball.
The sequences were captured from a TV broadcast and they had
no time stamp or synchronisation information. Their image mosa-
ics at the reference views I, and I, are shown in Fig. 1a and b. The
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trajectories of the soccer ball were overlaid on them and the tra-
jectories were divided into two sub-trajectories due to the heading
of a player. The overlaid lines show the epipolar constraint
between the reference frames. Fig. 2 shows the result of the 3D
reconstruction. Fig. 2a shows a side view and Fig. 2b a top view.
The square marks are points with known 3D positions, used for
estimating the fundamental matrix F as well as for calculating the
projection distortion matrix D. The corresponding positions in the
reference frames were selected manually. Errors in the manual
selection results in inaccurate 3D reconstruction of those points.
That is, the endpoints of the two goal posts, indicated with
arrows, should overlap in the top and side views, but the points do
not overlap, as seen in Fig. 2a and b. The standard deviations of
the reconstruction error are 10.58, 27.68 and 4.09 (cm) with
respect to the x-axis, y-axis and z-axis, respectively.

Z axis, cm

Y axis, cm

-1000

-2000

-3000 ! ——
-200 0 200 400 600 800 1000 1200 1400 1600 1800
X axis, cm
b
Fig. 2 3D reconstruction result
a Side view
b Top view

[ point with known 3D position
< first sub-trajectory
+ second sub-trajectory

The first sub-trajectory and the second sub-trajectory seem to
be reconstructed reasonably. With these soccer video signals, since
an accurate extraction of feature positions is difficult due to
motion blurring, the estimated fundamental matrix is inaccurate.
Moreover, when the sub-trajectory and the epipolar lines are
almost parallel, the matching positions are ambiguous and the
reconstruction results become unstable. Fortunately, since we
know the start and end positions of the sub-trajectories, we can
calculate the correspondences using parameterisation. Each sub-
trajectory is parameterised from the start position to the end posi-
tion and a pair of trajectory positions with the same parameter
value is regarded as a correspondence. The reconstruction result is
uneven because image registration errors occur due to image blur-
ring. The ball is kicked on the ground and changes direction
owing to being headed by a player, with the result that the player
scores a goal. In the side view of our reconstruction, the height of
the starting position is ~10cm above ground and the ball changes
direction at a height of ~200cm. On the goal line, the height of the
ball is between the height of the goal post and the ground. We can
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guess the headed shot may result in a goal, but its exact determi-
nation requires an elaborate quantitative analysis. From the over-
head view, we can see that the ball is kicked outside the penalty
area and flies with a curved trajectory. Then the ball changes
direction due to being headed across the penalty area and passes
straight between both goal posts.

Conclusion: We have demonstrated through experiment that our
algorithm can reconstruct the 3D structure of moving objects in
unsynchronised stereo video sequences. We have demonstrated
that 3D information can be extracted without synchronisation
when each sequence of stereo video images is captured by a sta-
tionary camera.
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Fractal image compression with simple
classification scheme in frequency domain

J.H. Jeng and J.R. Shyu

" In fractal image compression, the mean squared error (MSE)
computations of the eight orientations of the domain blocks can
be reduced into two groups of inner products in the frequency
domain. A very simple classification scheme is presented for
reducing the two groups of computations into one, which makes
the encoder up to 4.7 times faster.

Introduction: Fractal image compression was first developed and
implemented by Barnsley and Jacquin [1, 2]. The idea is based on
searching for self-similarities. For a given M x M image, let the
range pool be defined as the set of all non-overlapping blocks of
size N X N. Here, we assume that N divides M. It is clear that the
size of the range pool is (M/N)2. Let the domain pool be defined
as the set of all possible blocks of size 2N x 2N, which makes up
(M — 2N + 1) blocks. For simplicity, assume that all the blocks in
the domain pool are already reduced to size N x N. For each
block in the range pool, the fractal transformation is constructed
by searching all the elements in the domain pool to find the most
similar block. The similarity allows the dihedral transforms to be
made of the blocks, i.e. the eight orientations of the domain
blocks generated by rotating the blocks counter-clockwise at
angles 0°, 90°, 180° and 270° and flipping with respect to the line y
= x, respectively.

Given v in the range pool, let u be the search entry in the
domain pool. Let 1, k = 1, 2, ..., 8, be the eight orientations of u.
Note that u; = u. The corresponding transforms governing the
eight orientations can be represented using the following eight
matrices:
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Thus, eight separate computations of the mean squared error
(MSE) are required to search the index k, minimising

{er = llprur + e —v|* : b =1,..,8} ©)

The quantities p; and g are referred to as the contrast and bright-
ness, respectively, which can be computed directly from the for-
mula

I

T;

N—-1N-1 N—-1N-1
[N2<ukvv)_ Z Z U’k(zvj) Z E 1](7'73)]

i=0 j=0 =0 ;=0

Pr = 2
N-1N=1
N2 (g, ug) — (Z > uk(@d)>
=0 ;=0
1 N—-1N-1 N-1N-1
= | 2 2o v —m Y d wli)|  (3)
i=0 j=0 i=0 ;=0

Similarity in frequency domain: Let V(m,n) be the discrete cosine
transform (DCT) of a given image block v(i,j) of size N x N given
by

—1N-1

. .
Vi) = 20Mm)C) Y Y- vl cos( 25 2)
i=0 j=0
con(En)

where
2 =0
=i m
em) {1 m#0

Also, let Uy, be the DCT of image block .. The quantities p;
and ¢, in eqn. 3 can be re-formulated as

D = (ix, D) / (T, i)
Gk = My — PMy,,
where my, = Up(0,0) and m, = 1/(0,0) are the mean values, #; and

v are the de-meaned blocks of #, and v, respectively. Then each of
the eight MSE computations in eqn. 2 can be derived as

ek = (8,0) — p{ix, D)
= (5,0) — (@, 0/ (@g, r)
={V,V) = ({Us,V)?/(Us, Us) (4)
where Uy and ¥ are the DCT of i, and 7, respectively. Since
<fy, 4> = <d, 4> for all k, then from eqn. 4, finding the

index k, which minimises eqn. 2 is equivalent to finding the k,
which maximises

{7 = Ok, V), k= 1,..,8} (5)

The merit of using the frequency domain is to reveal the redun-
dancies in the computations of the eight orientations. As derived
in [2], we have
ﬁl(m,") = ﬁl(mvn) ﬁs(mvn) = ﬁl(n,m)
Us(m,n) = (~1)™Uy(m,n) Ue(m,n) = (=1)"Ux(n,m)
Us(m,n) = (=1)"Ui(m,n) Ur(m,n)=(-1)"U1(n,m)
Us(m,n) = (~1)™*"0,(m, n)
Ug(m,n) = (~1)™*"T1(n,m) (6)
Let a,, = U(mn)- V(mn) and b,,, = U,(n,m)- V(m,n). Thus

the eight 7,5 in eqn. 5 are calculated from the following two
groups of equations, which can be performed simultaneously:
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